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Abstract—This paper presents a system for computer-assisted quantification of axo-somatic boutons at motoneuron cell-surface membranes. Different immunohistochemical stains can be used to prepare tissue of the spinal cord. Based on micrographs displaying single neurons, a finite element balloon model has been applied to determine the exact location of the cell membrane. A synaptic profile is extracted next to the cell membrane and normalized with reference to the intracellular brightness. Furthermore, a manually selected reference cell is used to normalize settings of the microscope as well as variations in histochemical processing for each stain. Thereafter, staining, homogeneity, and allocation of boutons are determined automatically from the synaptic profiles. The system is evaluated by applying the coefficient of variation (CV) to repeated measurements of a quantity. Based on 1856 motoneuronal images acquired from four animals with three stains, 93% of the images are analyzed correctly. The others were rejected, based on process protocols. Using only rabbit anti-synaptophysin as primary antibody, the correctness increases above 96%. CV values are below 3%, 5%, and 6% for all measures with respect to stochastic optimization, cell positioning, and a large range of microscope settings, respectively. A sample size of about 100 is required to validate a significant reduction of staining in motoneurons below a semi-section (Wilcoxon rank-sum test, α = 0.05, β = 0.9). Our system yields statistically robust results from light micrographs. In future, it is hoped that this system will substitute for the expensive and time-consuming analysis of spinal cord injury at the ultra-structural level, such as by manual interpretation of nonoverlapping electron micrographs.
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I. INTRODUCTION

TRAUMATIC injury to the human spinal cord induces a complex pattern of functional alterations. Deficits may range from minor motor and sensor disturbances to complete plegia with a variable degree of spasticity [1]. So far, the pathophysiological mechanisms underlying these acute and chronic alterations are only partially understood [2]. Data obtained from animal models suggest that structural alterations of intact neuronal systems below the lesion (e.g., synaptic plasticity) may contribute to altered motoneuron function [3]–[5].

A comprehensive test of this hypothesis requires the employment of an objective, unbiased approach to the quantification of synaptic input to the somal surface of motoneurons. Usually, such investigations are based on a small number of neurons at the ultra-structural level, such as nonoverlapping electron micrographs [6]. However, a system determining the reproducible quantification of axo-somatic boutons at motoneural cell-surface membranes at the light-microscopic level would allow the processing of many more cells compared to the ultra-structural studies and hence, facilitates the achievement of statistically robust results.

Quantitative methods for computer-assisted morphometry and cytometry have already been established during the past decade [7], [8]. It is commonly recognized that precise detection of cytological objects embedded in different morphological structures is the key problem in automatic processing of histological samples by means of digital image analysis [9]. In early approaches, only the number of similar structures, such as cells, was determined [10]. Such recognition of cytological structures in micrographs is tackled mostly by specially enhanced and adapted local thresholding and filtering techniques [11], [12]. A number of systems have been evaluated, comparing automated and manual reference counts. However, all cells were only characterized by a binary number describing their presence. Therefore, early approaches in computer-assisted microscopy are of first-order (order: cell detection).

More sophisticated approaches are able to determine characteristic parameters of each cell in the image, such as their brightness, texture, form, shape or fractal dimension. In most cases, the form of cells is determined [13]–[15]. Due to their pixel-oriented concept, cell counters require additional edge completion when extended to form characterization [16]. Also, variants of region growing [17], [18], model-based parametric fitting of elliptical shapes [19], or semi-automatic contour detection [20] are used to accurately extract closed object boundaries. However, beside the quantification of the number of structures, their global characteristic is parameterized. Therefore, such kind of computer-assisted microscopy system has been named the second-order approach (orders: cell detection, form determination). Local errors in shape detection are tolerable by second-order systems, because their effect on the global form parameters is only minor.

In contrast, the determination of size and distribution of axo-somatic boutons at the cell-surface membrane of a mononeuron...
requires high local accuracy. The entire cell shape has to be located exactly to enable detailed measurements along the cell membrane. If parts of the shape cannot be detected validly, they have to be excluded from further image analysis. Therefore, the quantification of axo-somatic boutons at cell membranes in light-microscopic images is of third-order (orders: cell detection, form determination, profile quantification).

Computer-assisted microscopy, addressing third-order image analysis is rather seldom reported. Furthermore, a gold standard for the validation of such systems does not exist. In our case, the true number and size of boutons is neither known nor countable a priori by a human observer. For these reasons, the goal of this paper is two-fold. In the first part, a novel system for automated quantification of axo-somatic boutons in micrographs is introduced. The system is capable of measuring the intensity and distribution of immunoreactivity with minimal user interaction for large cell populations and numerous stains by several normalized and absolute measures. The second part of this paper addresses the validation of our approach. Based on numerous micrographs, we have analyzed basic system properties, such as linearity, time-, and shift-invariance. The coefficient of variation of the measures is used to assess their reliability [7]. The sample size required for further experimental use of the method has also been determined.

II. STAINING TECHNIQUES AND IMAGE ACQUISITION

Adult female Sprague–Dawley rats (200–250 g) were anaesthetized with an intra-peritoneal injection of chloral hydrate (400 mg/kg body weight). The animals were flushed with approximately 100 ml 0.1 M phosphate buffered saline (PBS, pH 7.4) followed by 500 ml 1% paraformaldehyde/2.5% glutaraldehyde in 0.1 M PBS. The spinal cord was dissected and post-fixed in the same fixative for 2 h. Segmental level L4 was removed, washed for 1 h in PBS, post-fixed in osmium tetroxide (1% in 0.1 M PBS) for 1 h, washed and slowly dehydrated with ascending concentrations of ethanol and embedded in a mixture of Epon and Araldite. Following polymerization of the embedding mixture (48 hours at 56°C), tissue blocks were trimmed and serial semi-thin (1 μm) transverse sections were collected onto adjacent slides.

The sections were processed for immunohistochemistry using the peroxidase–antiperoxidase (PAP) method. All sections were etched in a solution of 5% sodium ethoxide (4 minutes) and subsequently washed several times in absolute ethanol. Endogenous peroxidases and nonspecific antibody binding were blocked by incubating sections in 5% H2O2 in PBS (5 minutes) followed by 20% normal goat serum in PBS (20 minutes). The primary antibodies used in this investigation were:

1) polyclonal rabbit anti-synaptophysin (Dako, diluted 1 : 500)
2) rabbit anti-glycine (Viva Diagnostika, diluted 1 : 500)
3) rabbit anti-gamma-aminobutyric acid (GABA) Viva Diagnostika, diluted 1 : 500.

The sections were incubated in primary antibody for 24 hours at room temperature followed by incubation in goat anti-rabbit IgG for 1 h (Sigma, diluted 1 : 500) and rabbit PAP for 1 hr (Sigma, diluted 1 : 100). The staining was developed by incubating sections for 5 min in 0.5 mg/ml 3,3′-diaminobenzidine containing 0.003% H2O2.

All sections were visualized by a Zeiss Axioplan microscope. Sample motoneuronal profiles were captured by a Sony XC-77CE CCD camera controlled by the IPPLUS image analysis system (Media Cybernetics, MD). The images obtained were 512 × 480 pixels in size with 256 gray levels.

Fig. 1 exemplifies the characteristic appearance of different stains. In each micrograph, only one motoneuron is captured. The cell membrane’s region of interest (ROI) partly is magnified below each micrograph. The synaptic boutons marked by the antibodies appear darker than their surrounding. These structures are to be reproducibly quantified by the system.

III. DETECTION OF CELL MEMBRANE AND QUANTIFICATION OF SYNAPTIC PROFILES

A large number of motoneurons has to be examined. The immunohistochemical stains produce different appearances of cells and axo-somatic boutons. However, every image must be quantified reproducibly regardless of location, size, form or appearance of the membrane, which, for example, may be affected by manual settings of the microscope or histolochemical processing. All steps of image processing have been designed to acknowledge this general requirement.
A. Segmentation of the Cell Body

The segmentation of micrographs must yield the location of the cell membrane, which can vary widely in shape. A closed boundary of the cell body is needed to extract the adjacent cell membrane for quantification. To be useful in an automated system, the detection must be independent of tissue fixation, staining process, and microscope setup.

Active contour models allow detection of arbitrarily shaped objects and result in coherent segmentation. They are used widely to segment medical image material. Based on the original model by Kass et al. [23], many variations have been introduced in biomedical engineering [24]. Previously, we have developed a deformable membrane for cell segmentation [25], [26] that is based on the balloon model [27]. This finite element model reflects the properties of biological membranes and enhances their detection [24]. Detailed mathematics of this balloon approach are described elsewhere [25].

Fig. 2 illustrates our membrane model. The balloon consists of \( I \) vertices \( V_i \), \( i \in \{0, \ldots, I-1\} \) and connecting straight edges \( d_i \) that form a polygon. An inner pressure iteratively dilates the balloon, which is initialized with a small seed contour inside the cell. In each iteration, the number of vertices is controlled automatically. External forces derived from local gray level gradients affect the edges. Internal forces are derived from mechanical properties and prevent the balloon from forming sharp edges. The balloon is stabilized by freezing those vertices that moved only a little for a number of iterations. This implicitly corresponds to a simulated annealing process, in which the temperature imposing the contour’s dynamics is decreased constantly [25]. The frozen contour is enhanced locally by a stochastic technique maximizing the gray level gradient for each vertex [27], [25].

B. Local Confidences

Inhomogeneous illumination and variable staining quality due to tissue properties may cause local detection errors of the cell membrane. A heuristic measure of confidence \( q_i \in [0; 1] \) is provided automatically by the algorithm. For each edge \( d_i \) between \( V_i \) and \( V_{i-1} \), \( q_i \) results from the product of three factors. Each factor \( \in [0, 1] \) gives a fuzzy probability for the edge to represent a part of the actual cell membrane.

1) A cell membrane does not show strong local bends. Therefore, the adjacent angles of the edge \( d_i \) at \( V_i \) and \( V_{i-1} \) are checked. The first local confidence factor evaluating the bend of the contour decreases from one down to zero for angles of \( \pi \) down to \( 2/3\pi \) and below, respectively.

2) The gradient perpendicular to the edge is calculated from the external influences of the balloon model in the last iteration of the segmentation. At a desired transition from unstained to stained areas, the strength of the external force exceeds the inner pressure. Hence, the second local confidence factor evaluating image gradients decreases from one down to zero if external influences are stronger than the pressure or not present, respectively. In other words, local contour positions that are mainly resulting from the internal mechanics of the membrane are labeled with low confidence.

3) Edges near the image border are assumed to belong to a dendrite leaving the image. Since only axo-somatic boutons are to be quantified, the third local confidence factor evaluating the position of the membrane is set to zero or one if the edge is located closer that \( 1/20 \) of the image’s size to the border or not, respectively.

Local confidence values are forced to change only moderately along the membrane. Therefore, a moving average filter is applied to improve robustness of the confidence values. In summary, the \( q_i \) can be regarded as the probability of correctly detecting the cell membrane, which is assumed to separate different cellular compartments (Fig. 3). They are used as local weights for the quantification of synaptic profiles (see Section III-D).

C. Extraction and Linearization of the Cell Membrane

The balloon’s final position is at the inner edge of the motoneural cell-surface membrane. The width of the ROI containing axo-somatic boutons depends on the size of boutons as well as the microscopic magnification, but not on the stain. According to our imaging setup, the width of ROI was set manually to 12 pixels. A two-dimensional (2-D) coordinate transform linearizes the natural curvature of the ROI into a rectangular stripe. In other words, the polygon connecting the vertices \( V_i \) is transformed into its parametrization along the curve of curve. The curvature parameter is resampled equidistantly, resulting in the parameter \( x \). The gray levels from
the ROI are resampled perpendicular to the curvature by linear interpolation [26]. The resulting rectangular stripe is called the synaptic profile [Fig. 4(a)].

Additionally, an intracellular intensity reference stripe is extracted from the neuronal cytoplasm adjacent to the inner side of the balloon’s final location. It is linearized in the same manner as the synaptic profile to determine local illumination inhomogeneities [Fig. 4(b)]. Assuming local continuity of background staining, the synaptic profile is normalized by subtraction from a mean background gray level obtained from the low-pass filtered reference stripe [Fig. 4(c), inverted for visualization].

D. Quantification of Synaptic Profiles

The normalized synaptic profile \( M(x, y) \) with length \( X \) and height \( Y \) represents the staining at the cell-surface membrane, independent of background staining and illumination inhomogeneities [Fig. 4(c)]. It is used to compute quantitative parameters describing comparative measurements for intensity and homogeneity of the staining within the synaptic profile as well as global allocation characteristics \( A_{2-D} \) and \( A_{1-D} \).

1) Staining: The absolute staining \( S_{\text{abs}} \) of a synaptic profile \( M(x, y) \) is defined as its confidence-weighted mean value

\[
S_{\text{abs}} = \frac{\sum_{x=0}^{X-1} \sum_{y=0}^{Y-1} M(x, y) \cdot q(x)}{Y \cdot \sum_{x=0}^{X-1} q(x)}
\]

where the confidence values \( q_i \) are projected into the confidence sequence \( q(x) \) according to the coordinate transform of \( M(x, y) \). The sequence \( q(x) \) decreases irregularities and errors in detection and, hence, improves the robustness of \( S_{\text{abs}} \). The normalization to the sum of all \( q(x) \) makes \( S_{\text{abs}} \) independent of the length \( X \) of the membrane as well as the correlation of \( q_i \) to the staining intensity.

Although \( M(x, y) \) was normalized for local illumination inhomogeneities, \( S_{\text{abs}} \) depends on the global illumination intensity of the image, which is a setting of the microscope. To calibrate the system, a physiological reference cell is chosen manually before a series of cells is processed. This reference cell is captured with varying intensities of illumination [Fig. 5(a)]. The illumination level \( \lambda \) is computed as the confident mean gray level of the intracellular intensity reference [Fig. 4(b)]. A third-order polynomial function \( S_{\text{ref}}(\lambda) \) is fitted by a least squares approximation [27] to the absolute staining \( S_{\text{abs}} \) which are measured at each illumination level \( \lambda \) of the reference cell [Fig. 5(b)].

The staining information \( S_{\text{abs}} \) provided to the user is a relative measure. It is based on the absolute staining \( S_{\text{abs}} \) and the illumination level \( \lambda \) of the current cell in comparison to the reference staining \( S_{\text{ref}}(\lambda) \).

\[
S_{\text{rel}} = \frac{S_{\text{abs}} - S_{\text{ref}}(\lambda)}{S_{\text{ref}}(\lambda)}.
\]

\( S_{\text{rel}} \) is an intuitive parameter for the occurrence of staining along the cell membrane. A value of 0% indicates the same amount of staining as in the reference cell. Values \( S_{\text{rel}} > 0 \) determine higher staining while \( S_{\text{rel}} < 0 \) describes a decrease compared to the reference cell.

2) Homogeneity: The overall homogeneity of the normalized synaptic profile \( M(x, y) \) is assessed by information-theoretic quantities. The entropy

\[
H_{\text{abs}} = \sum_{y=0}^{Y-1} \sum_{x=0}^{X-1} p_g \cdot \log_2 p_g
\]

introduced by SHANNON quantifies the uncertainty of a probability distribution \( P = (p_0, p_1, \ldots, p_{G-1}) \) of \( G \) outcomes. \( H_{\text{abs}} \) reaches a maximum if the probabilities \( p_g \) are uniformly distributed \((p_g = \text{const.})\) and is zero for a stable state of only a single outcome. In the current context, \( G = 256 \) outcomes reflect the gray levels \( M(x, y) = g \) in the normalized synaptic profile. Once more, the confidence \( q(x) \) is applied to increase robustness

\[
p_g = \frac{\sum_{x=0}^{X-1} \sum_{y=0}^{Y-1} q(x)}{Y \cdot \sum_{x=0}^{X-1} q(x)}.
\]

Again, the absolute homogeneity \( H_{\text{abs}} \) depends on the illumination level \( \lambda \). Likewise staining \( S_{\text{rel}} \) in (2), the relative value \( H_{\text{rel}} \) is obtained from normalization of \( H_{\text{abs}} \) with the entropy of the reference cell \( H_{\text{ref}}(\lambda) \) at illumination level \( \lambda \). Hence, \( H_{\text{rel}} > 0 \) indicates that the gray levels are distributed less homogeneously than within the synaptic profile of the reference cell and vice versa.

3) Allocation: Relative measures such as \( S_{\text{rel}} \) and \( H_{\text{rel}} \) are applicable only within the same cell line that is based on the same reference. Contrarily, the spatial allocation (2-D allocation) \( A_{2-D} \) measures the absolute coverage of the membrane with boutons

\[
A_{2-D} = \frac{\sum_{x=0}^{X-1} \sum_{y=0}^{Y-1} B(x, y) \cdot q(x)}{Y \cdot \sum_{x=0}^{X-1} q(x)}.
\]
The binarized synaptic profile \( B(x,y) \) is computed from \( M(x,y) \) by global thresholding [Fig. 4(d)]. Based on a manually selected threshold in one of the reference cell images, the threshold function \( T(\lambda) \) is calculated automatically, such that all reference cell images result in the same number of black pixels in \( B(x,y) \). The factor \( 4/\pi \) adapts \( A_{2-D} \) to the natural area of circular objects, such that an allocation of 100% indicates a dense coverage of round-shaped objects in the binary synaptic profile \( B(x,y) \).

The projected allocation (1-D allocation) \( A_{1-D} \) measures the occurrence of staining along the membrane. For any \( x \), the projection \( B(x) \) of the binary synaptic profile \( B(x,y) \) is \( B(x) \equiv 1 \), if there exists at least one \( y \) with \( B(x,y) = 1 \). Similar to (5), \( A_{1-D} \) is defined as the confident percentage of \( B(x) \). Hence, \( A_{1-D} \) specifies the presence of antigen in close proximity to the membrane.

4) Bouton Geometry: The binarized synaptic profile \( B(x, y) \) is analyzed further in order to record the geometry of the boutons present. This is done by means of morphological filters \( [28] \), which frequently are used in the context of biological image analysis and quantitative cytology \( [29], [9] \). Tophat filters (subtracting the closing \( [9] \)) with discs of decreasing radius extract round-shaped objects of different sizes from \( B(x, y) \) [Fig. 4(e)-(h)]. Having the width of the ROI defined to 12 pixels, structuring elements with radii of eight, six, four, and two pixel were used. Our morphological filters conform with partially occluded objects. Therefore, disks up to a diameter of 16 pixels can be detected in the ROI of 12 pixels height. The confident amount of set pixels after each filter scale is normalized to the corresponding size of the structuring element. This yields the confident number of discs of a certain size within \( B(x, y) \). To enable the comparison of different cells, the measures additionally are normalized with respect to the profile length \( Y \).

E. System Integration and Workflow

The system for synaptic profile extraction and quantification was developed under the software engineering environment Khoros 2 (Khoral Research Inc., Albuquerque, NM). It operates on a Sun Sparc Ultra 2 computer under UNIX (Fig. 6). The user interface is designed to minimize interaction.

1) System Initialization: All image processing is controlled by parameter files that are defined in advance. An expert selects a reference cell for each immunohistochemical stain, captures the cell with at least four illumination settings at the microscope, and transfers the data to the workstation. A reference segmentation of the cell membrane in one of these images is performed manually and the parameter set controlling the balloon is self-determined by the system such that the contour extracted automatically best matches the manual segmentation \( [30] \). Furthermore, the expert selects the global threshold for binarization of the corresponding synaptic profile.

Fig. 7 shows the application for computer-assisted threshold selection. Based on the current threshold, the binarized synaptic profile is transformed in real-time into the image and drawn inside the outlined contour next to the original stained tissue. The detected boutons can easily be compared with the original image contents, which enables simple and reproducible threshold selection.

2) Process Protocol: For each automatically processed cell image, a resulting protocol is printed (Fig. 8). In these protocols, a stained cell and its detected contour are presented next to each other. The gray level of the contour indicates local confidence values, with dark and bright parts assigning high and low detection quality, respectively. Information read from dark parts of the profile has a major influence on the quantification. Based on this visualization, the operator can readily decide whether the contour detection was successful. On the right-hand side of each protocol, staining, homogeneity, and allocation are presented as percentages of the reference cell. For the morphological figures, the radii of the structuring disks are given together with the confident normalization of the number of disks contained in \( B(x, y) \). The visualization of these figures by a logarithmically scaled bar chart enables fast user inspection.

3) Workflow: The workflow for a series of slices that already has been initialized is as follows.

- Motoneurons are selected, manually centered, and acquired if the nucleolus is clearly visible. This prevents the same cell to be captured more than once from different histological sections. In addition, this usually yields a perpendicular cut of the cell membrane. The background correction of the microscope is used to remove optical
Fig. 6. Process scheme. The dashed lines indicate the manual initialization, which is performed only once. All other steps resulting in the process protocol are performed automatically in batch mode.

Fig. 7. During manual threshold selection, the binarized synaptic profiles are reprojected in real-time next to the original stained tissue. This figure gives two examples.
The quantification of axo-somatic boutons depends on a precise detection of the cell membrane and a robust correction of influences caused by the imaging system. However, a gold standard to compare with does not exist [31]. Tissue of the spinal cord can be either prepared for electron microscopy at the ultra-structural level or for histological analysis at the light-microscopic level. Hence, the validation of our method was performed stepwise according to the order of our system.

A. Cell Detection

First-order computer-assisted microscopy describes the determination of the number of structures. This can be validated easily because a human observer is able to perform a reference count. In our case, high spatial resolution, which is required for structural analysis of the cell membrane, causes each digital image to display only one cell. Furthermore, manual adjustment during image acquisition always guarantees that the middle pixel of the image is located inside the cell. Therefore, the a priori correctness in the first-order stage is 100%. However, our method might be extended easily to analyze more than one cell per image because, at the light-microscopic level, the variance of gray values inside the cell is much lower than outside.

B. Form Determination

The second-order part of our microscopy system automatically locates the cell membrane using a finite element balloon model. Each part of the detected cell membrane is labeled by a local confidence. From a total of 245,760 image pixels, only about 30,000 are used to build the synaptic profile. Therefore, reliable segmentation is indispensable for quantification. The quality of motoneuronal plasma-membrane detection was tested on 1856 arbitrarily chosen cell images. 31 images were rejected automatically by the system because the overall confidence of the detected cell membrane was too low. In these cases, the balloon either remained completely inside the cell, which was caused by imaging artifacts, or jumped over the cell membrane toward the image borders. The segmentation of the remaining 1825 cells was verified by a neurobiologist (Table I). For all stains, 93% of the cell membranes were detected confidently. The anti-synaptophysin antibody enables the most robust membrane location (correctness > 96%) while the anti-glycine antibody yields only 90% correctly located cell membranes. This correlates to the visual impression from the different stains (Fig. 1).

C. Bouton Quantification

Cell detection and form determination have been evaluated by a human observer quantitatively and qualitatively, respectively. However, the evaluation of the system’s third-order component is not possible by a human observer because neither size nor distribution of axo-somatic boutons can be counted. Therefore, we determined the coefficient of variation \( C_v \) to quantify the degree of agreement for repeated measurements of \( C_v \) to quantify the degree of agreement for repeated measurements of an arbitrary chosen image was analyzed 20 times based on different random seeds. \( C_v \) was determined for the absolute staining and homogeneity as well as the spatial and projected allocations \( S_{abs}, H_{abs}, A_2, D, \) and \( A_1, D, \) respectively, which can be computed individually for a single cell (Table II). For all measures, the coefficient of variation was below 3%. Therefore, stochastic optimization of the final balloon position is sufficiently reproducible with respect to the synaptic profile’s quantification. In particular, the spatial allocation \( A_2, D \) had the highest \( C_v \) of 2.78% but the absolute homogeneity \( H_{abs} \) varied only less than 1%.

1) Stochastic Optimization: The quantification of boutons in the synaptic profiles depends on the precise location of the cell membrane that is used to determine the profile. However, the balloon-based segmentation method is based on stochastic optimization. In particular, random shifts of vertices were tested during simulated annealing of the final contour. To determine the system’s variation caused by stochastic optimization, an arbitrarily chosen image was analyzed 20 times based on different random seeds. \( C_v \) was determined for the absolute staining and homogeneity as well as the spatial and projected allocations \( S_{abs}, H_{abs}, A_2, D, \) and \( A_1, D, \) respectively, which can be computed individually for a single cell (Table II). For all measures, the coefficient of variation was below 3%. Therefore, stochastic optimization of the final balloon position is sufficiently reproducible with respect to the synaptic profile’s quantification. In particular, the spatial allocation \( A_2, D \) had the highest \( C_v \) of 2.78% but the absolute homogeneity \( H_{abs} \) varied only less than 1%.

2) Positioning of the Cell: The cells were positioned manually under the microscope before digitization. To determine the variation of quantitative measurements induced by manual placement of the cell, an arbitrarily chosen cell was captured at
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20 different positions. The specimen was shifted from the center in all eight directions until the cell membrane nearly reached the edge of the image frame. Furthermore, the cell was rotated in steps of approximately $36^\circ$ until a full rotation was completed. This causes the dendrites to be cut at different positions. Again, the variation was analyzed for $S_{abs}$, $H_{abs}$, $A_{2-D}$, and $A_{1-D}$ (Table III). The $C_v$ was below 5% for all measures. However, the 2-D allocation was not as robust as the other values. The best reliability was obtained by the absolute homogeneity, which again was below 1%.

3) Settings of the Microscope: The microscope allows manual settings of the focus and the illumination intensity. The computed values strongly depend on the focus setting. The more blurred the image, the less staining is measured. Therefore, the focus has to be adjusted carefully when capturing the images. However, this is done routinely by the neurobiologist because images that are out of focus cannot be inspected manually.

The illumination is adjustable at the microscope without a reliable scale. Our system handles changes of illumination intensity by measuring the illumination level $\lambda$. Two equally stained cells were captured by adjusting the light intensity from severe under-exposure to over-exposure, i.e., the saturation of the CCD camera. Fig. 9 shows the dependence of the absolute measures on the illumination level $\lambda$. Cell A was used as reference to compute the functional dependence values $S_{ref}(\lambda)$, $H_{ref}(\lambda)$, and the threshold $T(\lambda)$. Subsequently, cell B was quantified at different levels of illumination. The coefficient of variation $C_v$ was computed for relative staining and homogeneity as well as spatial and projected allocation ($S_{rel}$, $H_{rel}$, $A_{2-D}$, and $A_{1-D}$, respectively). If all images of cell B are considered, $C_v$ is up to 11% for $A_{2-D}$, which is unacceptable. However, within the large range $\lambda \in [25; 230]$, the variation is below 6% for the absolute allocations in two and one dimensions and only about 3% and 2% for the relative measures $S_{rel}$ and $H_{rel}$, respectively (Table IV).

Although the coefficient of variation depends on the absolute mean when applied to relative measures, Fig. 10 obviously demonstrates the effect of automatic illumination normalization. Note that illumination intensity was identified as the major influence on the resulting gray levels. Brightness changes in the digital image are much weaker when caused by alterations of section thickness and other variations in histological processing. Therefore, the variation of measurements for computer-assisted analysis of synaptic profiles also is negligible.

4) Manual Selection of References: Four observers were asked to choose the threshold for each of ten cells, which were obtained from the same section of the spinal cord, equally stained, and acquired with identical settings of the microscope. Therefore, the ten images yield constant illumination level $\lambda = 232 \pm 0.5$. Each observer selected the threshold, such that the binarized synaptic profile complied with his visual impression (Fig. 7). The coefficient of variation of the chosen threshold ranges between 10% and 15% for each of the four observers (Table V). $C_v$ is even larger when computed for each of the ten cells.

However, the threshold $T$ is not a direct measurement by the system. On the one hand, it is obvious that the individual choice of both, the reference cell and the threshold strongly affects spatial and projected allocation measures but not the
relative staining and homogeneity. On the other hand, any bias or offset in variables is removed when statistical analysis is applied. Hence, only a monotonous progression is required. To evaluate this dependency, $A_{2-D}$ and $A_{1-D}$ were calculated for a series of 100 cells identically processed and acquired. In total, 93 synaptic profiles were detected sufficiently. Based on these cells, the allocation measures were computed for different thresholds $T$. Fig. 11 shows an almost linear dependency $A_{1-D}(T)$. The curve for $A_{2-D}(T)$ is similar. On average, if $T$ is increased by one, $A_{2-D}$ is decreased by 1.6% and $A_{1-D}$ by 1.35%. The Pearson correlation coefficient $r$ for a linear regression model is 0.99961 and 0.99957 for $A_{2-D}$ and $A_{1-D}$, respectively. Therefore, the allocation measures are suitable for comparative analysis of different cell series.

V. PREPARATION FOR EXPERIMENTAL APPLICATIONS

In the previous section, we have proven the reliability of our measurement system with respect to variations induced by the system itself. Since we deal with biological objects, a distribution of staining, homogeneity, and allocation is expected when multiple cells which have been processed identically are analyzed. The resulting distribution merges these natural effects with those induced by the system.

The consequences are twofold. Since the system is capable of being adapted to different stains, it is important to analyze which staining technique and measures should be combined for the computer-assisted quantification of axo-somatic boutons at motoneuronal cell body membranes. Furthermore, the determination of sufficient sample sizes is required for statistically valid comparisons of the values obtained.

A. Comparison of Immunohistochemical Stains

The method was used on 1856 cells to specify the distribution for their physiological allocation values using a number of different immunohistochemical stains. Specimen from four animals, processed with three immunohistochemical stains were used to determine spatial and projected allocations. The distribution of $A_{1-D}$ for synaptophysin, GABA, and glycine is given in Fig. 12. The plots for $A_{2-D}$ are similar.

Synaptophysin stains all boutons located on the motoneuronal surface and yields the highest allocation for both, $\mu(A_{2-D}) = 50\%$ and $\mu(A_{1-D}) = 82\%$. GABA and glycine immunohistochemistry identifies only a subpopulation of these synaptic terminals and hence, the allocation based on these stains is considerably lower (Table VI). Based on synaptophysin, the coefficient of variation $C_v$ ranges between 12% and 25% for $A_{1-D}$ and $A_{2-D}$, respectively. Concerning GABA and glycine, $C_v$ increases to greater than 50%. Hence, synaptophysin is identified as the staining method which provides the most mathematically reproducible measurements. However, this method is unspecific and stains all synaptic boutons, whereas GABA and glycine give a more detailed differentiation of synaptic input and permit additional information which facilitates the interpretation of possible functional alterations.

B. Determination of Sample Sizes

The medical hypothesis motivating this work is that traumatic injury to the human spinal cord causes structural alterations of intact neuronal systems below the lesion. The aim of an oncoming study is to validate a significant reduction of staining in motoneurons below a hemi-section. Therefore, a hemi-section injury was induced in the spinal cord of a rat. A total number of 373 cells stained with synaptophysin were acquired at the light-microscopic level. From these cells, 181 from the operated side below the section and 179 cells from the adjacent un-operated side were accepted for quantification. A total of 13 cells, which equals 3.5%, were rejected.

For $S_{vol}$, $H_{red}$, $A_{2-D}$, and $A_{1-D}$, the mean value and standard deviation were computed separately for the two groups. A Wilcoxon rank-sum test with significance level $\alpha = 0.05$ and power $\beta = 0.9$ was assumed to determine the sample size $N$ for each measure (Table VII). Because the standard deviation of both groups varied within an acceptable range, the higher value

![Fig. 11. Dependency of $A_{1-D}$ from the threshold $T$, which almost is linear.](image1)

![Fig. 12. Histograms of the 1-D allocation $A_{1-D}$ for different antibodies.](image2)

**TABLE VI**

<table>
<thead>
<tr>
<th>Variation Induced by Natural Distribution of Biological Measures Determined From Four Animals</th>
</tr>
</thead>
<tbody>
<tr>
<td>synaptophysin</td>
</tr>
<tr>
<td>$A_{2-D}$</td>
</tr>
<tr>
<td>$\mu$</td>
</tr>
<tr>
<td>$\sigma$</td>
</tr>
<tr>
<td>$C_v$</td>
</tr>
</tbody>
</table>

In comparison, the coefficients of variation that are incorporated by the system (Tables II-IV) significantly are smaller.
was used in each case to obtain a conservative result. The predicted reduction can be validated with 112 cells per group for $A_{1D}$ and 123 cells for $H_{rel}$, respectively. Since each image contains only one cell, an impracticable amount of more than 1000 or 6000 images is needed to validate the reduction of $A_{2D}$ or $S_{rel}$, respectively.

### VI. DISCUSSION

We have introduced a system for computer-assisted quantification of synaptic profiles extracted from histochemically stained motoneurons in light micrographs. In comparison to manual investigations at the ultra-structural level, which are expensive and time-consuming, our system facilitates fast, cheap, and mainly automatic achievement of statistically robust results. The method permits objective comparison between different animals and pathological stages. Since the system is structured in a modular way, it can be adapted simply to other staining techniques or cell types and also extended to further tasks, such as quantitative cytology.

Because the appearance of the cells and the staining intensity might vary between different series that were not prepared on the same occasion, a reference cell has to be chosen for each of them. The values $S_{rel}$ and $H_{rel}$ are used to compare cells from the same series, e.g., belonging to different sides of the spinal cord. Here, the reference cell is used only to normalize image brightness but does not affect the comparison of cells. Contrarily, the allocation values $A_{2D}$ and $A_{1D}$ are used to find a physiological distribution for the coverage of a cell membrane with axo-somatic boutons containing neurotransmitters and, therefore, reliable thresholds must be set for the reference cell in different series. The quantification is characteristic for individual cells and can be computed reproducibly if microscope settings remain unchanged during acquisition of cell series. The variation introduced by the system due to uncertainty in measurement is small compared to the variation of the population.

The system's performance for staining, homogeneity, and allocation was validated by several tests. The morphological analysis of the bouton's shape, which is similar to the pattern spectrum introduced in [33], has not yet been validated. So far, the bar charts printed on the protocols (Fig. 8) are used only to form a visual impression of the occurrence of stained areas with different sizes at the somal surface. In fact, these charts open a 4th-order of computer-assisted microscopy (orders: cell detection, form determination, profile quantification, bouton geometry assessment). They are based on the 2-D allocation, which was shown to be less robust than the projected 1-D allocation.

Therefore, further system standardization is required to yield reliable pattern spectra from synaptic profiles. For example, results will improve if saturation of the CCD camera is avoided. Due to the output charge to voltage transform, its transfer function is currently nonlinear. A calibration procedure, e.g., by use of gray filters, would allow the user to obtain a constant light to voltage coefficient, especially at low intensities of illumination.

The system validation has identified the manual setting of the threshold $I$ to induce the highest variation. Therefore, it limits not only the reliability of 4th-order measures but also the comparison of the projected allocation across a series of cells, which is of third-order. Although it was shown that $A_{1D}$ and $H_{rel}$ enable statistically significant investigations with a small sample size, the system generally will be stabilized by automatic threshold selection. Since the synaptic profiles are corrected for local variations of illumination, a nonparametric method for adaptive threshold selection, such as the analysis of cumulative moments of the gray level histogram proposed by Otsu [40], is suitable for further standardization and automatization.

Once initialized manually, the system runs without user interaction. However, images acquired with the microscope must be transferred to the workstation for digital processing, which is done by a few commands. Man–machine interaction is most intensive preparing the parameter files. According to Krief et al., all operations are controlled by a single means of access: namely, a mouse-driven interface [8]. Threshold selection is assisted by real-time visualizing the reprojected synaptic profiles next to the original stained tissue (Fig. 7). The process protocols provide another mean for optimization of man–machine interaction. Large amounts of data can be verified easily based on the protocols (Fig. 8). However, the algorithms are written in C and can be recompiled on more integrated systems for computerized microscopy, e.g., the highly optimized microscope environment [8].

Regardless of technical optimization, the application of our method to neurobiological research will facilitate a better understanding of the pathophysiological mechanisms which underlie the change of function in acute and chronic spinal cord injury. A first challenge is to test the hypothesis that a spinal cord lesion induces a shift in the balance of excitatory and inhibitory synaptic input to motoneurons [33]. A study of the transient reduction of synaptophysin immunoreactive synapses at the somal surface of motoneurons below an experimental spinal cord injury is currently being undertaken. It is expected that such light microscopic investigations of lesion induced changes in excitatory or inhibitory synaptic input will lead to further insights and possible future intervention strategies to improve the clinical situations of patients with spinal cord injury.
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